I. Introduction

In a recent review, I give fourteen somewhat subjective lessons from my own interpretation of the physics-education reform effort. Lesson #6 (slightly edited) is:

“High quality standardized tests of the cognitive and affective impact of courses are essential for gauging the relative effectiveness of non-traditional educational methods. . . . so great is the inertia of the educational establishment. . . . that three decades of physics-education research demonstrating the futility of the passive-student lecture for enhancing the conceptual understanding of average students in introductory courses were ignored until high-quality Diagnostic Tests that could easily be administered to thousands of students became available. These multiple-choice tests are yielding increasingly convincing evidence that interactive-engagement methods enhance conceptual understanding and problem solving abilities far more than do traditional methods. . . . As far as I know, disciplines other than physics and astronomy . . . . have yet to develop any such tests and therefore cannot effectively gauge either the need for or the efficacy of their reform efforts. In my opinion, all disciplines should consider the construction of high-quality standardized tests of essential introductory course concepts.”

It should be understood, of course, that such quantitative data has its strengths and weaknesses, and must be guided and supplemented by complementary qualitative research such as Socratic dialoguing with students, interviews, case studies, and surveys.
With the hope that more teachers will begin to research the effectiveness of their methods in promoting student learning,8-17 and that new and better Diagnostic Tests will be developed in physics16 and in other disciplines, I list below some testing and reporting suggestions that might assist teachers in using formative diagnostic testing (no relation to mandated high-stakes summative testing). These suggestions reflect the hard lessons I have learned in the pre/post testing of 1263 pre-med introductory-physics-course students at Indiana University over the years 1986 – 1995,3-5 and the compilation of a 6542 student (62-course) survey6,7 of pre/post test results. Although they are undoubtedly not appropriate for all classroom situations, they may at least indicate some of the problems that should be anticipated.

II. Administration of Diagnostic Tests (DT’s) (An asterisk * preceding a suggestion indicates the suggestion is intended, at least in part, to promote confidentiality of the test.18)

*A. When administering DT’s to students, refer to the tests by home-made generic titles rather than the specific titles designated by the authors (e.g., “Mechanics Familiarity Survey” rather than “Force Concept Inventory”). The specific titles designated by the authors can provide the key to accessing the tests in the literature and on the web. For example a search for “Force Concept Inventory”19 with the powerful Google search engine <http://www.google.com/> netted 195,000 hits in 0.46 seconds.

B. To facilitate meaningful pre/post comparison, maximum time intervals \( \Delta T \) given to students to complete the pretest and the posttest should be same. To facilitate more meaningful meta-analysis (an analysis of pre/post test results from many different courses – see e.g., refs. 1, 6, 7) an appropriate maximum time interval \( \Delta T \) should be specified by the test designers and that interval should be rigidly enforced by all examiners. Unfortunately, such is not the case for administration of the Force Concept Inventory19 (FCI) and/or its very similar precursor the Mechanics Diagnostic21 (MD) test where \( \Delta T \)’s of 25 minutes22 for the FCI and 60 minutes3 for the MD have been reported. Although it is commonly assumed that variation in \( \Delta T \) for \( \Delta T > 25 \) minutes has little effect on the average of student scores on either the FCI pretest or posttest, there is, as far as I know, no evidence to support this assumption. (My guess is that the assumption is more likely to be true for the no-credit pretest where students usually finish in 30 minutes or less, and for the posttest if no course credit is given.)
C. Do not allow students to take either the pretest or the posttest anonymously, because non-anonymity allows:

(1) Proper incentive for students to exert effort on the test (see, e.g., the italicized sentence in Sec. IID below).

(2) Analysis of “matched” pre/post test data, i.e., obtaining the average class pretest score by counting only the scores of those students who took the posttest, and thus allowing a more rigorous calculation of the class average normalized gain:

$$<g> = \frac{<%G>}{<%G>_{max}}$$

$$<g> = \frac{( <%post > – <%pre >)}{(100 – <%pre >)} . . . . . . . . . . . . . .(1)$$

where $G$ is the actual gain, and $<%post>$ and $<%pre>$ are the final (post) and initial (pre) class averages, and the angle brackets “< . . . . >” indicate an average over the students taking the tests.

It should be kept in mind that, for the FCI/MD, the experimental justification for using $<g>$ as a comparative measure of course effectiveness over diverse student populations with widely varying average pretest scores is that in the 62-course survey of refs. 6 & 7, the correlation of the average normalized gain $<g>$ with the average course pretest ($<%pret>$) was a very low +0.02. This low correlation is a reflection of the low correlation of single student $g$’s with their pretest scores within any given class. Unless, for a given DT, similar low correlations can be found from meta-analytic results over different courses, or at least for single student results within different courses, then the use of that DT for intercomparison of diverse groups is somewhat problematic.

Even for the FCI/MD, it remains an open question as to whether or not “hidden variables” (e.g., average math proficiency, spatial visualization ability, motivation, socio-economic level, gender, ethnicity, scientific reasoning skills, IQ, SAT, GRE) of a class could have a significant effect on $<g>$. I think that it is extremely unlikely that hidden variable effects could account for an appreciable fraction of the nearly two-standard-deviation difference in the average of $<g>$’s for the 48 Interactive Engagement and 14 Traditional courses found in the survey of ref. 6, although such effects could be significant in the comparison of only a few courses.
(3) Knowledge of the normalized gain $g$ for each single student in the class, thus allowing a calculation of the average of the single-student gains:

$$g_{\text{ave}} = \frac{1}{N} \sum_i g_i = \frac{1}{N} \sum_i \left( \frac{\text{post}_i - \text{pre}_i}{(100\% - \text{pre}_i)} \right), \ldots \ldots \ (2)$$

where $N$ is the number of students taking both the pre- and post-tests and the summation is over all $N$ students.

(4) Analyses of single student normalized or actual gains in terms of single-student characteristics or performance on other tests.$^{24,25}$

(5) Calculation of the correlation of individual student $g$’s with their pretest scores.$^{26}$ (See Sec. IIID below.)

In practice, for the FCI, when the number of students taking the test is greater than about 20, $g_{\text{ave}}$ is usually within 5% of $<g>$. $^{27}$ As explained in footnote #46 of ref. 6, the definitions of $g_{\text{ave}}$ (Eq. (2) and $<g>$ (Eq. 1) imply that $[g_{\text{ave}} - <g>]$ is proportional to the $g_j$-weighted average of the deviations $(\%\text{pre}_j - <\%\text{pre}_j>)$. Since the average of $(\%\text{pre}_j - <\%\text{pre}_j>)$ is zero, a low $[g(\text{ave}) - <g>]$ implies a low correlation between $g_j$ and $\%\text{pre}_j$ for individual students, just as there is a low correlation between $<g>$ and $<\%\text{pre}>$ for survey courses, as discussed above in Sec. IIC(2).

*D. If possible, give the pretest on the first day of class. Take great care that all question sheets and answer sheets are returned and verify such return by counting those given out and those returned. Because the first day of class may be somewhat chaotic, it is advisable to have extra staff on hand to serve as monitors and help pass out and collect the question and answer sheets. If pre/post testing has been used before in the class, then monitors should be on the watch for non-enrolled people whose mission is to make off with copies of the DT. For the few inevitable stragglers who enter the class after the first day, arrange a second pretest at some mutually agreeable time, but preferably during the first week of class. *In order to promote serious effort on the test by students, explain that although their scores on the pretest will not count towards the course grade, their scores will be confidentially returned to them and will assist both themselves and their instructors to know the degree and type of effort required for them to understand mechanics.* Of course, no mention should be made that the same or similar test will be given as a posttest. For conventional U.S. university and high-school classes, where the class period may be 40 – 60 minutes in length, allow students who have competed the test before the allotted time to place their answer and question sheets in a monitored collection box and then leave the classroom. The collection-box monitor should carefully check to see that each student submits both a completely-filled-in-and-signed answer sheet and a question sheet.
*E. Give the posttest *unannounced* near the final day of classes, and preferably as part of the final exam with significant course credit given for posttest performance. It would seem that giving course credit would motivate students to take the posttest more seriously and thereby demonstrate more adequately their understanding, especially if time devoted to the posttest subtracts from time spent on the rest of the final exam – see the next-to-last sentence of this paragraph. [In this connection, Henderson et al.\textsuperscript{28} have reported data (based on $N = 1818$ introductory calculus-based physics students at the University of Minnesota during 1997 – 1999) indicating that there is no meaningful difference between FCI scores on for-credit and not-for-credit posttests, *providing that in the latter case exams that display an “obvious lack of seriousness” (about 2.4\% ) are discarded.* No details on how the time allotted to the posttest portion of the final exam was structured are given.] Again, take great care that all question sheets and answer sheets are returned and verify such return by counting those given out and those returned. In standard U.S. university classes the final exam period will normally be two or three hours. One strategy is to pass out the entire final exam [DT + other test(s)] at the start of the period. Tell students to start working *first* on the DT, that the DT will be collected at the end of the standard allotted time interval $\Delta T$, and that they may start working on the other parts of the final exam before the DT’s are collected if they so choose. DT collectors should carefully check to see that each student submits both a completely-filled-in-and-signed answer sheet and a question sheet.

*F. Do not* return DT’s to students after either the pretest or the posttest.

*G. Post DT scores by ID without posting or disseminating questions or answers.

*H. Avoid, if at all possible, in-class discussion of questions identical or almost identical to DT questions (an example of “teaching to the test”). Because in most disciplines there are probably many sources of good conceptual questions and problems (for introductory physics see ref. 7, footnote #66), there is little need to draw on the standardized tests for questions or problems to be used for ordinary class discussion and testing.

*I. For the posttest, announce that instructors be willing to discuss DT questions and/or problems only *privately* with students.

*J. Do not make DT questions or problems available on the web unless they are password protected such that only authorized instructors may gain access. Do not publish DT’s in the open literature, as has been the common practice.\textsuperscript{19-21,29-31} As indicated in ref. 1, carefully constructed DT’s are national assets whose confidentiality should be as well protected as the MCAT (Medical College Admission Test).
*K. Because of the almost unavoidable slow diffusion of test questions and answers to student files, replace each DT at approximately 5- or 10-year intervals, such that it can be meaningfully calibrated against the previous test(s). (So far this has NOT been done for the now overused 1992/95 version of the FCI; in my opinion, as time goes on, research results based on the 1992/95 FCI\textsuperscript{19} will become more and more doubtful.)
III. Reporting of Diagnostic Tests (DT’s)

A. Report at least:

(1) The class average \(<%\text{pre}>\) with its standard deviation (sd),

(2) the class average \(<%\text{post}>\) with its sd, and

(3) the class average normalized gain \(<g>\) (Eq. 1 above).

Unless standard deviations are reported, the effect size,\(^{32,33}\) and errors\(^{26,27}\) in \(<g>\) cannot be ascertained. As a statistic for comparison of courses and for meta-analyses, the class-average \(<g>\) is better, in my opinion, than \(g_{\text{ave}}\) because the latter: (a) must exclude students who score 100% on the pretest and thus achieve an infinite or indeterminate \(g\), and (b) may introduce skewing due to outliers who score near 100% on the pretest and less on the posttest such their \(<g>\)’s are large and negative. The selective removal of outliers so as to avoid “b” by various different investigators with different outlier criteria will lead to a degree of uncertainty in comparing normalized gains of different courses.

B. Report if possible:

(1) Cohen’s “effect size,”\(^{32,33}\)

\[
d = (\text{avg. %post} - \text{avg. %pre}) / \left[\left(\text{sd}_{\text{pre}}^2 + \text{sd}_{\text{post}}^2\right)/2\right]^{0.5} \quad \ldots \ldots \ldots \ldots \quad (3)
\]

where the denominator is the root mean square of standard deviations for the pre- and post-tests, sometimes called the “pooled standard deviation.” Unless \(\text{sd}_{\text{pre}}\) and \(\text{sd}_{\text{post}}\) differ markedly, the pooled standard deviation will not differ greatly from the arithmetic mean of \(\text{sd}_{\text{pre}}\) and \(\text{sd}_{\text{post}}\). Cohen’s \(d\) is reported for the data of refs. 34-36.

(2) The Kuder-Richardson reliability coefficients KR-20\(^{37,38}\) (or equivalent - for tests in which the answer is either correct or incorrect as in the FCI - Cronbach’s alpha\(^{38,39}\)) for the pre- and post-tests. These reliability coefficients have been reported in refs. 3, 4, 7, 21, 28, 29, 31 & 35.

(3) The estimated systematic and random errors.\(^{26}\)
(4) The correlation of individual student g’s and pretest scores. A significant positive correlation would suggest that the instruction tends to favor students who have more prior knowledge of the subject as judged by the pretest score (“Matthew effect”); a significant negative correlation would suggest that the instruction favors students who have less prior knowledge of the subject as judged by the pretest score (“anti-Matthew effect”); and an insignificant correlation would suggest that the instruction is at about the right level for students who have an average prior knowledge of the subject as judged by the pretest score.

C. As a guide to other information that might be useful in a report of pre/post test results and complementary qualitative research, consider refs. 3–7, 19a, 21, 22, 29, 30, 35, 36, 41, and the questions in the Mechanics Test Data Survey Form.
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